Multiscale Functional Imaging of Interfaces through Atomic Force Microscopy Using Harmonic Mixing
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ABSTRACT: The spatial resolution of atomic force microscopy (AFM) needed to resolve material interfaces is limited by the tip—sample separation (d) dependence of the force used to record an image. Here, we present a new multiscale functional imaging technique that allows for in situ tunable spatial resolution, which can be applied to a wide range of inhomogeneous materials, devices, and interfaces. Our approach uses a multifrequency method to generate a signal whose d-dependence is controlled by mixing harmonics of the cantilever’s oscillation with a modulated force. The spatial resolution of the resulting image is determined by the signal’s d-dependence. Our measurements using harmonic mixing (HM) show that we can change the d-dependence of a force signal to improve spatial resolution by up to a factor of two compared to conventional methods. We demonstrate the technique with both Kelvin probe force microscopy (KPFM) and bimodal AFM to show its generality. Bimodal AFM with harmonic mixing actuation separates conservative from dissipative forces and is used to identify the regions of adhesive residue on exfoliated graphene. Our electrostatic measurements with open-loop KPFM demonstrate that multiple force modulations may be applied at once. Further, this method can be applied to any tip—sample force that can be modulated, for example, electrostatic, magnetic, and photoinduced forces, showing its universality. Because HM enables in situ switching between high sensitivity and high spatial resolution with any periodic driving force, we foresee this technique as a critical advancement for multiscale functional imaging.
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INTRODUCTION

The development of atomic force microscopy (AFM) catalyzed much of the growth in nanoscience and nanotechnology over the past three decades. In addition to imaging surface topography, it provided a basis for the development of additional scanning probe techniques that use AFM to control tip—sample separation, while also measuring functional material properties. Even though Kelvin probe force microscopy (KPFM) was one of the first functional force microscopy techniques to be invented, many recent improvements to the KPFM technique have been motivated by the need to investigate emerging technologies at the nanoscale, including solar cells, batteries, catalysts, composites, two-dimensional (2D) materials, and biomolecular sensors. Like many functional scanning probe methods, the spatial resolution of KPFM is significantly worse than the resolution achieved with topographical imaging. To mitigate the lower resolution of functional imaging, deconvolution procedures have been developed to identify the relative electrostatic potentials of different regions on a device or sample, which are assigned to particular topographical features.

Although deconvolution procedures work well for determining the properties of homogeneous surfaces, they work less well at interfaces, where the shape of the potential change is often critical for determining macroscopic properties. Even worse, when spatial variations in material properties are not correlated with topographical differences, deconvolution methods are insufficient to characterize the surface of a sample because they lack a way to demarcate different regions. For example, metal surfaces contain small variations in the electrostatic potential at the nanoscale, called patch potentials. Because patch potentials are typically not correlated with topography, deconvolution methods do not improve how well they are resolved. Patch potentials are important to understanding decoherence in quantum computing, charge dynamics in 2D electronics and polymers, and artifacts in precision force measurements. The autocorrelation function of a surface’s potential quantifies the spatial distribution of the electric fields emanating from the patches. Because the spatial resolution of KPFM itself determines a lower bound to this autocorrelation...
function, measurements of the surface potential at a single magnification cannot determine if the patches are being fully resolved. Indeed, our recent measurements showed that the force from patch potentials can be underestimated by at least an order of magnitude if imaged with insufficient spatial resolution, which motivated us to implement heterodyne (H-) KPFM rather than amplitude-modulation (AM) approaches.33

The spatial resolution of dynamic AFM is limited primarily by three factors:33 tip geometry, jump-to-contact, and the dependence of the tip—sample interaction on the separation, δ. The first two of these factors can be controlled by either the choice of cantilever (tip radius and spring constant) or scan parameters (drive amplitude and set point).36,37 Few techniques have been used to control the signal’s d-dependence in particular situations, and no general method has yet emerged. One successful approach to increase the d-dependence of the tip—sample force is to immerse a sample in liquid to minimize long-range forces.38,39 However, operation in liquid lowers the cantilever Q-factor, and the environment may not be suitable for all samples. Another technique is to affix a dissimilar particle to the end of the tip apex, but stability on rougher surfaces and in ambient conditions has not been tested. Other methods to increase the d-dependence of the signal include frequency modulation and phase detection, which, in the small-amplitude limit, detect the force gradient instead of the force itself to increase the d-dependence. The paradigm of imaging force gradients, instead of forces, to improve spatial resolution has been further generalized into the sideband technique, which can be used with any force that can be driven at more than a few hundred hertz.10,31−34 Imaging with the higher harmonics of cantilever oscillation has also been shown to improve resolution,16−18 but the method is incompatible with functional imaging and, because these harmonics are not, in general, amplified by the resonances of the cantilever, noise masks the resolution improvement except at extremely slow scan speeds (≈4 nm/s).

Here, we demonstrate a general technique to control the spatial resolution of AFM imaging by modifying the power law of the distance dependence of the measured signal. This harmonic mixing (HM) method generalizes sideband actuation by taking advantage of the nonlinearity of the tip—surface interactions in order to modify the d-dependence of the detected signal. Using HM actuation with KPFM, we achieve a factor of two resolution enhancement compared to traditional methods. Further, we determine the detection bandwidth of HM with open-loop KPFM,37 which relies on computing the ratio of two signals generated by the electrostatic force. Finally, we assess the capacity of HM to utilize forces other than the electrostatic force by modulating the total tip—sample force as in bimodal AFM,36,29 where we find that actuating bimodal AFM with the HM technique separates conservative and dissipative forces without postprocessing. Our results reveal the potential of HM-AFM for the functional characterization of nanoscale systems, spanning from nanostructured solar cells to metallic building blocks for nanophotonics and 2D heterojunctions.

■ RESULTS AND DISCUSSION

HM-AFM Technique. In the HM technique, spatial resolution is controlled by choosing the d-dependence of the measured signal. This d-dependence is modified by mixing harmonics of the oscillation of the cantilever at one (carrier) frequency, ωc, which is also used for the topography feedback loop, with force modulation at another frequency, ωm, in order to excite cantilever oscillations, amplified by an eigenmode, at a third frequency, ωD (see Figure 1). As in most dynamic AFM methods, the cantilever is oscillated at frequency ωc, typically chosen to be at the first cantilever eigenmode, to maintain steady period-averaged tip—sample separation. The time dependence of a tip—sample force can then be approximated as a Taylor series around the average tip—sample separation. Because tip—sample forces are typically nonlinear, higher-n terms of the series have a more abrupt dependence on δ than lower-n terms, where n indexes the series. The n > 1 terms excite higher harmonics in the cantilever’s motion, but typically they are below the noise level except for very slow imaging because they do not generally coincide with cantilever resonance frequencies. By using a detection frequency, ωD, near a cantilever resonance, HM enables detection of signals generated by higher-order terms of the Taylor series. After the frequencies ωD and ωc are chosen, the force modulation frequency is selected to satisfy ωD = ωc ± mωT. The choice of n then determines the d-dependence of the signal. For example, a signal generated by the electrostatic force follows a d−(n+1) power law when amplified by the nth term (see Figure 2 and Supporting Information). Note that n = 0 corresponds to traditional AM-KPFM, and n = 1 refers to frequency-modulated and H-KPFM (see the inset of Figure 1).

Because the HM technique relies on modifying a signal’s d-dependence to control the spatial resolution, we first test its ability to effectively tailor this d-dependence. We apply an ac voltage to the probe and use the Fm,0 force to drive oscillations at ωc because it is insensitive to potential changes that would otherwise affect the magnitude of the generated signal.33 Signal versus separation curves are plotted in Figure 2 for n = 0−3. The signals’ d-dependence is found to roughly follow the predicted power laws, with n = 0 and 1 showing excess signal at large separations because of stray capacitance from the cantilever that is not included in the model (discussed below) and n = 2 and 3 showing excess signal at short separations. Because the signals follow the predicted d-dependences well, we calculate the resolutions assuming the ideal power laws (see the Supporting Information).

![Figure 1](image-url). Applied and detected signals pictured above the cantilever transfer function as a function of frequency. (a) Frequencies for the carrier signal/topography control (ωc, l) and signal detection (ωD, blue arrow). (b) Different frequencies at which the force can be modulated to generate a signal at ωD. The arrows showing distinct choices for ωD are identified in the inset. Solid arrows correspond to “+”, dashed arrows correspond to “−”, and the colors correspond to different n. (c) Cantilever transfer function G(ω) used to amplify the signal at ωD.
dependence (see eq S9). Equation 1 implies that the resolution used to define force change occurs, that is, the first few harmonics, are small (Figure S2). To determine the spatial resolution of the signal, we model a potential boundary as a Heaviside step function (see the Supporting Information). The distance over which 80% of the potential boundary is defined by the Taylor series limit, the magnitude of the driving force decreases by (see the Supporting Information for derivation) the relationship between the resolutions achieved with signals that depend on \( d^{-n+1} \) and \( d^{-n} \) is described by

\[
I_{10-90}(d^{-n+1}) = \left(1 - \frac{1}{2n+1}\right)I_{10-90}(d^{-n})
\]

where the resolution is written as a function of its \( d \)-dependence (see eq S9). Equation 1 implies that the resolution can be improved arbitrarily by using large \( n \), but with each increase of resolution, there is a simultaneous decrease of the driving force. For the electrostatic force, in the small amplitude Taylor series approximation leads to a force that is proportional to \( A_T \), a numerical analysis shows that there is an \( A_T \) that maximizes the signal (Figure S1) for a given \( n \) and closest approach. Scanning close to the surface damps the oscillation slightly, but changes to the transfer function, particularly higher eigenvalues, are small (Figure S2).

An alternative method for improving spatial resolution is to reduce the tip radius, \( R \). In eq 2, increasing \( n \) by 1 reduces the actuating force, and hence the sensitivity, by about half. Because force is proportional to \( R \) in the PFA, increasing \( n \) by one has an effect on the sensitivity equivalent to halving \( R \). Because the spatial resolution is proportional to \( \sqrt{R} \) when \( d \) is much less than \( R \), halving the radius leads to a 29% increase in spatial resolution.\(^\text{10}\) The enhancement in spatial resolution due to increasing \( n \) is determined by eq 1, where the first few (cumulative) improvements are calculated to be 33, 47, 54%, and so on. Note that for small values of \( n \), raising this quantity by one causes a change in both spatial resolution and sensitivity comparable to halving \( R \). However, it is frequently inconvenient and sometimes not possible to change the probe (and, therefore, the radius of the tip used during scanning) in between measurements, as it requires unloading the cantilever, which could easily disrupt an experiment. In situ techniques to monitor or increase \( R \) work with many surfaces,\(^\text{24}\) but techniques to reduce \( R \) are limited to certain substrates.\(^\text{25}\)

The radius of a metal-coated probe, typical for electrostatic measurements in air, is \( \approx 20 \) nm. Thus, HM is competitive with, and in many situations preferable to, using a tip with a smaller \( R \).

**Measuring Spatial Resolution and Voltage Contrast.** A flake of few-layer graphene (FLG) on a Si substrate is scanned with HM-KPFM (Figure 3). An ac voltage at frequency \( \omega_M \) drives a cantilever oscillation and a feedback voltage is used to minimize it and to estimate the contact potential difference, \( V_{\text{CPD}} \), as is typical for closed-loop KPFM.\(^\text{6}\) The images presented in Figure 3 show a clear improvement in spatial resolution at higher \( n \). A concomitant decrease in the signal-to-noise ratio is observed, resulting from the signal generation procedure that halves the driving force with each increase in \( n \). Because it is necessary to image a boundary to a distance several times larger than the resolution in order to verify that the asymptotic limits of the potential are truly reached, interfaces allow the determination of resolution with less uncertainty than nanoparticles, although scans of nanoparticles do also show a resolution enhancement (Figure S3).

To accurately determine the spatial resolution, we first determine the location of the two materials (FLG and Si)
and then average the potential as a function of its distance from the boundary at several points, each of which is fit to a hyperbolic tangent function.\(^6\) (Figure S4). As displayed in Figure 3g, the spatial resolution of the scans improves by increasing the \(d\)-dependence.

The dependence on \(n\) observed in the measured minimum detectable voltages, \(V_{\text{min}}(n)\), of the HM-KPFM technique is consistent with our predictions about HM. Because \(V_{\text{min}}(n) \propto 1/|F_{\text{min}}(n)|\), two predictions about how \(V_{\text{min}}(n)\) scales with \(n\) can be drawn from eq 2. First, at a constant \(A_T\), \(V_{\text{min}}(n)\) increases by a constant proportion for each increase in \(n\). Second, the increase is greater when the oscillation amplitude \(A_T\) is smaller relative to the average separation. Our measurements are consistent with both predictions of eq 2 (Figure 4). By comparing \(V_{\text{min}}(n)\) for several \(n\), we verify eq 2 without needing to determine the closest approach, on which the predicted force is extremely sensitive and which requires an additional mechanically driven signal to estimate.\(^\text{28859}\)

One advantage of the HM technique is that the number of signals amplified by a single cantilever eigenmode is limited only by bandwidth. Therefore, we test the capability to amplify multiple signals with open-loop KPFM. Unlike closed-loop variants, open-loop KPFM relies on a force at twice the frequency of the applied ac voltage to generate a second signal to calibrate the primary KPFM signal.\(^\text{47–49}\) Because no low-frequency bias voltage is applied, open-loop KPFM is ideal for scanning surfaces that are sensitive to a dc bias, for example, in exploring phenomena related to corrosion and in devices such as batteries.\(^\text{20,49}\)

To implement open-loop HM-KPFM, we apply ac voltages to the cantilever at two different frequencies that are chosen so that the detected primary and the calibrating KPFM signals are separated by 1 kHz in the frequency space and centered on the second cantilever resonance, while the sample is grounded. The potential is then calculated by normalizing the primary KPFM signal by the calibrating signal. As shown in Figure 5, open-loop HM-KPFM provides a significant resolution improvement on a FLG/Si boundary for \(d\)-dependences from \(d^{-1}\) to \(d^{-3}\). Here, the number of signals that can be amplified is constrained only by the total bandwidth of the eigenmode, the bandwidth required for each signal to avoid interference, and the number of lock-in amplifiers (LIAs) available. For cases where a large bandwidth is more important than sensitivity, multiple eigenmodes can be used to amplify the signals, though their relative sensitivities must be taken into account. Changes in the transfer function on approach lead to a 5% systematic overestimation of the potential contrast (see the Supporting Information and Figure S2).

**Resolving Electrostatic Patch Potentials in Metallic Thin Films.** A primary reason for the development of HM-KPFM is the need to improve the resolution of the electrostatic potential of a surface, particularly relevant for situations where the voltage heterogeneity is not directly correlated with topography. To demonstrate the utility of HM-KPFM for this application, we map the surface voltage of an Au film at distinct \(n\) (see Figure 6a–c). Substantial spatial variations in the \(V_{\text{CPD}}\) signal are detected. We compare how well the patch potentials are resolved when using different \(n\) by means of a potential autocorrelation function, which is the product of the measured voltages at two pixels in an AFM image, separated by a radial distance \(r\), averaged over the entire scanned region.\(^\text{27}\) With sufficiently high spatial resolution and a large scan size, the autocorrelation function is accurately determined. However, if the spatial resolution is too low, the autocorrelation function will vary with resolution (i.e., it will vary with \(n\)). Specifically, insufficient spatial resolution artificially decreases the autocorrelation function at the

---

**Figure 4.** Minimum detectable voltage as a function of the signal \(d\)-dependence for a detection bandwidth of 200 Hz and \(V_{\text{ac}} = 1\) V, measured for four different oscillation amplitudes \(A_T\), for \(n = 0–6\).

**Figure 5.** Open-loop HM-KPFM. (a) Topography of FLG on Si. (b) Primary KPFM signal and (c) calibrating signal. (d–f) Potential difference for \(n = 0–2\) (corresponding to \(d^{-1}\) to \(d^{-3}\)) calculated from the ratio of (b) to (c). (g) Frequencies \(\omega\) at which ac voltages are applied (\(\omega_{A1}\) and \(\omega_{A2}\)) and signals are detected (\(\omega_{D1}\) and \(\omega_{D2}\)) are superimposed on the cantilever transfer function for the \(n = 1\) case. The “1” and “2” subscripts correspond to the primary and the normalizing KPFM signals, respectively.
shortest separations, while simultaneously increasing it for slightly larger separations. The ability of HM-KPFM to vary the spatial resolution permits one to test how well patches are being resolved (Figure 6).

By comparing the autocorrelation functions obtained with different $n$ values, we determine that individual patches are resolved to <50 nm. To demonstrate the resolving power of this technique, the $d$-dependence of the KPFM signal used to measure the patches is increased from $d^{-2}$ to $d^{-4}$ across several scans of the Au surface (Figure 6d). For $r > 50$ nm, the autocorrelation function changes as the distance dependence is increased from $d^{-2}$ and $d^{-3}$, suggesting that patches of this size have not yet been fully resolved. However, when transitioning from $d^{-3}$ to $d^{-4}$, the autocorrelation functions remain similar, indicating that the patch potentials of that characteristic size are now resolved (with $d^{-4}$). For $r < 20$ nm, no value of $n$ results in a convergence of the autocorrelation functions. Thus, the smallest patches that can be accurately resolved are between 20 and 50 nm.

AFM Measurements at Multiple Length Scales. Our HM technique enables the investigation of surfaces at multiple length scales, as demonstrated in Figure 7. When HM-KPFM is set to a low resolution, it can quickly scan a relatively large area because of its high voltage sensitivity. A region of interest, such as an interface, identified in the first scan, is subsequently scanned using HM with higher spatial resolution settings. To demonstrate the concept of multiscale scanning, we combine information about the overall shape of a FLG flake (Figure 7a,f,k) with the information about the inhomogeneous potential at the edge of the flake/Si interface (Figure 7c,h,m). Each $(256)^2$ pixel scan requires the same time to complete ($\approx 4.3$ min).

Because boundaries and interfaces are critical to the functionality of nearly all nanoscale devices, we evaluate how much information HM contributes by combining scans of an entire FLG flake with better-resolved scans of its boundary with Si. As presented in Figure 7f,k, both of the $(30 \mu m)^2$ scans show a homogeneous FLG flake on a Si substrate. At this magnification, a deconvolution procedure could readily
determine the FLG/Si potential difference. Note that the potential contrast in the AM-KPFM image is smaller than that in the HM-KPFM because the stray capacitance of the cantilever artificially decreases the contrast in AM-KPFM.5,10 The next scans (Figure 7g,l), each (10 μm)², show that the edge of the FLG is not uniform, but instead that there is a region of Si near the boundary at lower potential than the bulk, likely due to band bending,57 as well as small regions of the FLG near the interface that have a higher potential than the bulk FLG. Note that while HM-KPFM resolves both sets of heterogeneities very well, in AM-AFM the many small subregions of the FLG blur together. In the (3 μm)² images shown in Figure 7h,m, HM-KPFM clearly resolves the substructure of the boundary, unlike AM-KPFM. In the (1 μm)² images, HM-KPFM resolves a few more line features in the potential of the FLG at about the noise level (Figure 7i,n). As expected, in the (0.5 μm)² images displayed in Figure 7j,o, the noise level is large enough to subsume any newly resolved features, and we have reached the resolving power of the method. Our strategy presents a framework to harness the benefits of both the high sensitivity and high-resolution settings of HM-KPFM, enabling the collection of information at several length scales with a single AFM probe in one experiment.

**Actuation by Other Forces.** Any tip–sample force that can be modulated can drive the HM technique. Recent experiments show that it is possible to use the sideband technique, from which HM is generalized, with magnetic and photoinduced forces as well as the electrostatic force.57,58,59 Moreover, it is expected that other forces present at the nanoscale can be controlled as well, such as van der Waals/Casimir forces,59,60 which may be useful for detecting impurities in metals.61 The total tip–sample force can even be modulated by changing the tip–sample separation.

In this section, we borrow an actuation technique from van der Waals/Casimir force measurements to modulate the total tip–sample force.62,63 In those measurements, sinusoidal motion of the sample position governs the total force. However, here we modulate the separation between the tip and the sample by shaking the cantilever instead of the sample because the piezo transfer function associated with sample motion is well-behaved only up to about 2 kHz. Because the AFM already detects the cantilever’s displacement, the amplitude of the separation oscillation can be directly monitored and controlled. In addition, the direction of modulation can be controlled through the choice of actuated eigenmodes, which can be used to map in-plane forces.53,64,65

As the separation changes, the total tip–sample force is itself modulated at ωM. Mixing the force modulation at ωM with motion at ωT generates a force at ωT. We call this method of actuation HM-AFM. There are other techniques that use a nonlinear tip–sample force to excite the cantilever at frequencies different from the driving one,53,66 but the HM method shows that the signal can be amplified by a resonance at ωT as long as the condition ωM = ωT ± nωT is satisfied. For sufficiently simple forces, the signals generated by conservative and dissipative interactions are separated by a 90° phase shift, as is used to separate the Casimir and hydrodynamic forces in precision measurements.54 (S² and S⁰, respectively, see the Supporting Information). Note that n = 0 HM-AFM is equivalent to bimodal AFM, so we use that terminology.

FLG and the adhesive residue on Si (see Figure 8) are scanned using both n = 0 and n = 1. Because both the detection and the force modulation occur at the same frequency when using the n = 0 setting, the images are formed using the amplitude and phase of oscillation at ωM, as commonly done in bimodal AFM.50,51 We determine the reference phase for the n = 1 setting by positioning the probe...
over the bare Si surface and adjusting it so that the entire signal falls in the $S^4$ channel (assuming that the force is mostly conservative when measuring on bare Si). In both bimodal AFM and HM-AFM, there is a contrast between the adhesive and Si and among subregions of the FLG, most likely due to either adsorbrates or subsurface molecules.

The $S^2$ signal is strongest above the adhesive and at the edge of the FLG, where the adhesive is likely present, which supports the prediction that it measures dissipative forces. Notably, line noise is present only in the $S^2$ image and there it is only present above the adhesive. The line noise is likely due to a meniscus forming between the tip and the adhesive or a noise from the vacuum environment.

The $S^4$ signal resolution (Figure 8i) is comparable to phase in Kelvin Probe Force Microscopy. For the KPFM measurements, platinum-coated HQ NSC35/Pt probes (MikroMasch, USA) are used, and in Figure 5, both the $F_{x}$ and $F_{y}$ forces are used. Figure 8 used piezoelectrically rather than electrostatic actuation of the HM signal. The relationship between the $F_{x}$ and $F_{y}$ portions of the electrostatic force is discussed in the Supporting Information.

In Figure 3, the 10–90 resolution is calculated by fitting the potential as a function of its distance to a boundary to a hyperbolic tangent function. The minimum detectable voltage is measured by sweeping $V_{d}$ from $-1.5$ to $1.5$ V, across the force minimum, with 20 different relative phases settings between $-180^\circ$ and $180^\circ$ on LIA, each collected for 1 s. The minimizing voltage is then used, and in Figure 5, both the $F_{x}$ and $F_{y}$ forces are used. Figure 8 used piezoelectrically rather than electrostatic actuation of the HM signal. The relationship between the $F_{x}$ and $F_{y}$ portions of the electrostatic force is discussed in the Supporting Information.

CONCLUSIONS

We showed that HM in AFM improves spatial resolution by changing the $d$-dependence of the signal generated by tip–sample forces. Our measurements demonstrated that the power-law dependence of the signal generated by the electrostatic force can be tailored from $d^{-1}$ to $d^{-4}$. The change in the $d$-dependence leads to a factor of two improvement to the 10–90 spatial resolution. We verified the ability of HM to amplify multiple signals at once by open-loop KPFM, and the technique was used to characterize the distribution of patch potentials on an Au surface. Because the HM technique is generalizable to forces other than the electrostatic force, we foresee it enabling better resolution control with a variety of modulated tip–sample forces critical to nanoscience, such as optical forces for spectroscopy and plasmonic imaging, magnetic force for data storage, and van der Waals forces.

### METHODS

**Kelvin Probe Force Microscopy.** For the KPFM measurements, platinum-coated HQ NSC35/Pt probes (MikroMasch, USA) are used in a Cypher atomic force microscope (Asylum Research). The topographical oscillation is excited photothermally for the data presented in Figures 3 and 4 and piezoelectrically otherwise. The HM technique is implemented with the topographical control oscillation frequency $w_{T} \approx w_{o}$ slightly detuned above resonance to remain in attractive ac mode for all measurements (Table 1). The detection frequency is varied between the second eigenmode $w_{2} \approx w_{o}$ for the data presented in Figures 2, 3a, 4–6, and 8, whereas the eigenmode amplifies the signal for the data in Figures 3a–f and in order to enhance the sensitivity at the price of signal and stability $w_{D} = w_{o} - \Delta w_{D}$ with $\Delta w_{D} < 1$ kHz and $w_{oM} = w_{o} + \Delta w_{oM}$. The $E_{V}$, electrostatic force (for an ac voltage applied at $w_{o}$) is used to drive the HM signal for figures except 2, 5, and 8. In Figure 2, the $F_{x}$ force is used, and in Figure 5, both the $F_{x}$ and $F_{y}$ forces are used. Figure 8 used piezoelectrically rather than electrostatic actuation of the HM signal. The relationship between the $F_{x}$ and $F_{y}$ portions of the electrostatic force is discussed in the Supporting Information.

In Figure 3, the 10–90 resolution is calculated by fitting the potential as a function of its distance to a boundary to a hyperbolic tangent function. The minimum detectable voltage is measured by sweeping $V_{d}$ from $-1.5$ to $1.5$ V, across the force minimum, with 20 different relative phases settings between $-180^\circ$ and $180^\circ$ on LIA, each collected for 1 s. The minimizing voltage is then $N/\xi$, where $N$ is the measured noise (in mV) in a 200 Hz bandwidth and $\xi$ is the KPFM sensitivity. The change in the $d$-dependence leads to a factor of two improvement to the 10–90 spatial resolution. We verified the ability of HM to amplify multiple signals at once by open-loop KPFM, and the technique was used to characterize the distribution of patch potentials on an Au surface. Because the HM technique is generalizable to forces other than the electrostatic force, we foresee it enabling better resolution control with a variety of modulated tip–sample forces critical to nanoscience, such as optical forces for spectroscopy and plasmonic imaging, magnetic force for data storage, and van der Waals forces.

### Table 1. Cantilevers and Settings Used for Measurements

<table>
<thead>
<tr>
<th>figure #</th>
<th>cantilever</th>
<th>$\omega_{T}$/2$\pi$ (kHz)</th>
<th>$\omega_{o}$/2$\pi$ (kHz)</th>
<th>harmonics $n$ used (+/− for branches)</th>
<th>force $F_{x}$/A$_{x}$ (nm)</th>
<th>$V_{d}$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>NSC35/Pt-C</td>
<td>738</td>
<td>115</td>
<td>0, +1, −2, +3, −3</td>
<td>$F_{x}$</td>
<td>25/−5</td>
</tr>
<tr>
<td>3a–f</td>
<td>NSC35/Pt-C</td>
<td>160</td>
<td>161</td>
<td>0, +1, +2, +3, +4</td>
<td>$F_{x}$</td>
<td>25/−3</td>
</tr>
<tr>
<td>3g</td>
<td>NSC35/Pt-A</td>
<td>1194</td>
<td>188</td>
<td>0, +1, −2, +3, +4, +5, +6</td>
<td>$F_{x}$</td>
<td>24/−1</td>
</tr>
<tr>
<td>4</td>
<td>NSC35/Pt-A</td>
<td>1194</td>
<td>188</td>
<td>0, +1, +2, +3, +4, +5, +6</td>
<td>$F_{x}$</td>
<td>6, 12, 24, 36/−1</td>
</tr>
<tr>
<td>5</td>
<td>NSC35/Pt-C</td>
<td>775</td>
<td>122</td>
<td>0, −1, −2</td>
<td>$F_{x}$</td>
<td>21/−1</td>
</tr>
<tr>
<td>6</td>
<td>NSC35/Pt-C</td>
<td>811</td>
<td>127</td>
<td>+1, +2, +3</td>
<td>$F_{x}$</td>
<td>22/−1</td>
</tr>
<tr>
<td>7</td>
<td>NSC35/Pt-C</td>
<td>119</td>
<td>120</td>
<td>0, +1, +2, +3, +4</td>
<td>$F_{x}$</td>
<td>27/−5</td>
</tr>
<tr>
<td>8</td>
<td>NSC35 Al BS-C</td>
<td>772</td>
<td>117</td>
<td>0, −1</td>
<td>$F_{oM}$</td>
<td>10/0.5</td>
</tr>
<tr>
<td>S2</td>
<td>NSC35/Pt-C</td>
<td></td>
<td></td>
<td></td>
<td>$F_{x}$</td>
<td>84/−5</td>
</tr>
<tr>
<td>S3</td>
<td>CSC37/Pt-B</td>
<td>141</td>
<td>22</td>
<td>0, +1, +2, +3</td>
<td>$F_{x}$</td>
<td>24/−1</td>
</tr>
</tbody>
</table>
The Au surface is prepared by depositing 100 nm of Au with a 5 nm Cr sticking layer on a Si wafer (Figures 2 and 6). The FLG sample is fabricated by exfoliating a piece of highly ordered pyrolytic graphite onto boron-doped Si (15–25 μm, Virginia Semiconductor).
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